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Step 1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon

landing to a é year old

l
Y

e}

Z

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

o o

Explain gravity.. Explain war..

o o

Moon is natural People went to
satellite of.. the moon...

A& A

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs

Source: InstructGPT



OpenAssistant is a chat-based assistant that
understands tasks, can interact with

, and retrieve information dynamically
to do so.

It can be extended and personalized easily and is
developed as free, open-source software.



Principles

We put the human in the center

We need to get the MVP out fast, while we still have momentum

We pull in one direction

We are pragmatic

We aim for models that can (or could, with some effort) be run on consumer
hardware

e We rapidly validate our ML experiments on a small scale, before going to a
supercluster



Fundamental: The conversation tree

e The conversation tree is the fundamental data structure in OpenAssistant

Prompt (LO)

Assistant Response
L1

Assistant Response
L1

Metadata:
Prompter Response Prompter Response Prompter Response Prompter Response
L2 L2 L2 L2

Assistant Response Assistant Response Assistant Response Assistant Response Assistant Response
L3 L3 L3 L3 L3



e A conversation is modeled as alternating messages between prompter and
assistant of arbitrary length (i.e. tree depth)

e "Prompter" is sometimes called "user”, but it's less confusing to call it

n" "
prompter
Prompt (LO)
this is a message
Assistant Response Assistant Response
L1 L1
Prompter Response Prompter Response Prompter Response Prompter Response
L2 L2 L2 L2
Assistant Response Assistant Response Assistant Response Assistant Response Assistant Response
L3 L3 L3 L3 L3




e Here, Assistant and Prompter® are just roles in the conversation. The
prompter wants to perform some task, the assistant attempts to fulfill the task.
Both can be provided by a human, by a language model, or by a dataset.

Prompt (LO)

Assistant Response
L1

Assistant Response
L1
Prompter Response Prompter Response Prompter Response Prompter Response
L2 L2 L2 L2
Assistant Response Assistant Response Assistant Response Assistant Response Assistant Response
L3 L3 L3 L3 L3



Prompter®

* it's tempting to call the prompter "user", because that's the role in the conversation. However,

we already call the people who interact with our system "users", and each of these users can

take the role of assistant, prompter, or just rank things or vote on things. Therefore it's best to

keep the terminology separate. Prompter is the role in the conversation, user is the actual
human person who interacts with our data collection system.



e The tree always starts with a single prompt (level 0)

Prompt (LO)

Assistant Response
L1

Assistant Response
L1
Prompter Response Prompter Response Prompter Response Prompter Response
L2 L2 L2 L2
Assistant Response Assistant Response Assistant Response Assistant Response Assistant Response
L3 L3 L3 L3 L3



e For each conversation tree state (i.e. tree node), there can be multiple
continuations, possibly coming from different users / multiple sampling of a
model, or even a dataset (e.g. reddit dumps).

Prompt (LO)

Assistant Response
L1

Assistant Response
L1
Prompter Response Prompter Response Prompter Response Prompter Response
L2 L2 L2 L2
Assistant Response Assistant Response Assistant Response Assistant Response Assistant Response
L3 L3 L3 L3 L3




e Alinear traversal of a single tree branch up to some depth / level is called a
conversation thread

Prompt (LO)

Assistant Response
L1

Assistant Response
L1

Prompter Response Prompter Response Prompter Response Prompter Response
L2 L2 L2 L2
Assistant Response Assistant Response Assistant Response Assistant Response Assistant Response
L3 L3 L3 L3 L3



e Every node in the tree can have metadata associated with it
e The example below shows metadata that records a previous ranking, i.e. we asked
users how they would rank the responses to the given Level 2 node.

Prompt (LO)

Assistant Response
L1

Assistant Response
L1

Rankings:
Prompter Response Prompter Response Prompter Response Prompter Response
L2 L2 L2 L2

Assistant Response Assistant Response Assistant Response Assistant Response Assistant Response
L3 L3 L3 L3 L3



Work Package vs Conversation Tree

e A work package is a one-time interaction between our system and one or
multiple users

e After fulfillment (or a given time), the work package is done

e Conversation trees are persistent and are augmented and extended by
work packages

e Multiple work packages can reference and extend the same conversation tree

e Conversation trees are also used as the input data to many work packages.

o Example: When the work package is asking the user to act as the assistant in response to a
given prompt, the given prompt is retrieved from an existing conversation tree.

o Example 2: When the work package is asking the user to rank a set of responses to a thread,
the thread and the multiple responses are retrieved from an existing conversation tree.



Examples of work packages



Main Task 1: Reply to conversation

[ Teach me Chess }®

Sure, Chess is an
ancient game...
Suggest the next entry of a conversation

\ { How do I cheat? }@
| am a large...*

* this is a joke




Main Task 2: Label a text

Does this text contain:

[ Teach me Chess }@ [ Profanity?
e Sarcasm?

Sure, Chess is an e Violence?
ancient game... )
What's the best |S thiS text:

move? @ )
e Helpful?

e Too short?
e Too vague?




Main Task 3: Rank replies { Teach me Chess 1@
Sure, Chess is an
[ ancient game... }
What's the best
[ move? }@

What is the game
It depends, ... state?
@«

Order by quality



Architecture

~

\

Central Backend

- collects data
- hands out new tasks
- keeps track of
leaderboards
- distributes news

~

/

\

4 N

Discord-Bot(s)

- lets users work on tasks via
DMs
- posts news / updates / new
tasks to public channels

/

\_ /
/ Website \

- lets users work on tasks
(same as discord-bot)
- displays leaderboards
- has admin interface
- provides dataset explorer

\ - looks good on mobile /

users




Label Assistant Reply @

Given the following discussion, provide labels for the final prompt.

‘ Why does everyone ignore the terms of service, should | read them?

[+

- Ny 20 Pols

Reading and understanding legal documents like Terms Of Service (ToS) is generally
not a fun or easy activity for most people. Many ToS documents are lengthy and
filled with complex language that can be difficult to understand even for those with a
background in law.

Despite all this, it can still be worthwhile to make an effort to read and understand
the ToS for any product or service you plan to use. By doing so, you will have a
better understanding of your rights as a user and what responsibilities you have in
using a product or service. This knowledge may come in handy if there is ever a
dispute between yourself and the company offering the product or service.

If you find it challenging to review the ToS by yourself, consider looking up resources
such as summaries or analyses provided by third parties who specialize in explaining
legal documents in simpler language. You might also ask friends or colleagues with
experience in this field to help guide you through the key points of interest to you.
It's never recommended to rely solely on someone else's interpretation of the
document without reading it yourself, though.

en @o PO eee

B

4

Answer the following question(s) about the highlighted message:

Is the message spam?* ® Yes No

Is it a bad reply, as an answer to the prompt

task? © b e

Select any that apply to the highlighted message: ©

Not English Not Appropriate Contains PII Hate Speech
Rate the highlighted message:
Low Quality QNN ONONE) High Quality
Unhelpful OO OO 0 Helpful ®
Ordinary OO0 6 O Creative ©®
Serious O O O O O Humorous ®
Rude © ©O O O O O Polite
Violent ©® OO0 0 0 O Harmless

Sexual Content



Reply as Assistant ©®

Given the following conversation, provide an adequate reply

’ Recommend me a winter jacket for someone who is 6 foot 5 inches tall and likes the
color grey

en ﬁo @0 see

Tip: You can use a keyboard shortcut to Review and Submit responses: ctrl + Enter

Write Preview

EN
Finding fitting clothes depends a lot on the figure and body type, | see that you have already
provided me with your height, however, other information is still missing, such as you body type.

ED Styling with markdown supported
==



Rank Assistant Replies ®

Given the following Assistant replies, sort them from best to worst, best being first, worst being last.

[+

| would like you to create some regex to find out if the first number in a set of
numbers and letters is a one. For example, in “1 month, 2 days, and 3 hours” the
selected text would be “1". In “1 day, and 3 hours”, it would return “1”. In “5S months” it
would return “5"

en 94 GPO oo

Sure thing. You can use Extended Regular Expression and come up with the
following expression:

H(\d+).*

the previous expression will look for a sequence of digit (a number) preceded by a
string that does not contains numbers so that \d+ is the first number encountered.
At this point \1 will contain the number matched by \d+.

e 92 P eee

£
. How would that be implemented in Python? Which programming language would be

the best to use regex with?

o 91 QPO eee
J

How would you make a code in cpp/csharp or other Lang to make pc allways show up my

SMS messenges frim phohe with android and what should i do with my Phone to make IT
work?

You can implement this expression in Python as follows:

***python
import re

# define a string to search in
string = "This is a test string with 123 and some other text"

# use re.search to search for the pattern
match = re.search('.*(\d+).*, string)

# check if a match was found

if match:
# print the first group that matches the pattern (\d+)
print(match.group(1))

else:
print("No match found")

There is no best programming language it's a personal choice that depends on you...

All answers are factually incorrect and cannot be ranked



Try our assistant

Chat with our assistant

Help with data collection ©)

I'm feeling lucky Classify Assistant Reply Reply as Assistant

Help us improve Open Assistant by
starting a random task.

Provide labels for a prompt. Help Open Assistant improve its
responses to conversations with other

users.

307 tasks available

Go >

Classify Prompter Reply

Provide labels for a prompt.

11 tasks available

Go >

282 tasks available

Go >

Rank Assistant Replies

Score prompts given by Open Assistant

based on their accuracy and
readability.

2 tasks available

Go >

11 tasks available

Go >

Reply as User

Chat with Open Assistant and help
improve its responses as you interact

with it.

1 tasks available

Go >




With a total of 245 points, you have reached level 18!

You need 31 more points to reach the next level!
AN NN

Top 5 Contributors Today

RANK USER SCORE PROMPTS REPLIES LABELS
>1 N Nicolas Micaux (G 131 0 3 64
>2 FZ Florian Zimmermeister 3 96 0 0 0

>3 JU judicious-mule887 &9 92 0 0 0

>4 EN enraged-snail101 & 92 0 14 21
»5 +~ logyled Leds (G 81 0 0 40

Last updated at: Wednesday, June 7, 2023 at 1:48 PM




With a total of 245 points, you have reached level 18!

You need 31 more points to reach the next level!
AN NN

Top 5 Contributors Today

RANK USER SCORE PROMPTS REPLIES LABELS
>1 N Nicolas Micaux (G 131 0 3 64
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A > Guides > Guidelines

Guidelines

Below is a list of guidelines that should be adhered to for each possible task available when building the dataset. To see some
examples of how the guidelines can be applied, visit the examples document.

Please consider checking out our survey here. You can use it to rate each guideline and leave feedback for each task.

If you have further suggestions to improve any of our guidelines, or want to add more examples, create a pull request or suggest
them on our GitHub.

1. General rules

« Always make sure to read and understand the guidelines to each task before fulfilling it.
¢ Try to follow the guidelines as closely as possible.
« |f you are unsure whether a message violates a guidelines, contact us at our Discord.

¢ Use the thumbs-up/thumbs-down system to further mark messages that are of high or low quality.

2.Providing an assistant reply

Do:

Remain polite and treat the user with respect, even when not given the same courtesy.

Talk in a friendly and approachable manner, unless specifically requested otherwise.

Present only information that has been verified by credible sources that can be backed up, unless specifically requested
otherwise.

Make sure the user is aware when given unverified information.

Inform the user about the potential dangers when being asked for advice regarding a topic with high risk, such as medicine, law
or chemistry.

When beina acked about a hiah-rick tonic make <tire the ticer knowe that ac 3 lanatiaae model the accicetant ie cliecentible to



e Talk in a friendly and approachable manner, unless specifically requested otherwise.

» Present only information that has been verified by credible sources that can be
backed up, unless specifically requested otherwise.

e Make sure the user is aware when given unverified information.

¢ Inform the user about the potential dangers when being asked for advice regarding
a topic with high risk, such as medicine, law or chemistry.

* When being asked about a high-risk topic, make sure the user knows that as a
language model, the assistant is susceptible to producing incorrect information,
and that no actions should be taken regarding the assistant reply without the
opinion of a professional.

e When being asked to give an opinion as the default persona of the assistant, make
sure to bring up at least 2 common viewpoints and ensure that these aren't
expressed as the opinions of the assistant.

o If the user further insists on a personal opinion of the assistant, let them know
that by default, the assistant does not have any personal opinions and can only
try to emulate others' viewpoints.

e Ask for clarification if it's unclear what the user is asking for.



4. Classifying an assistant reply

Do:

Rate every criteria of each reply, unless it can't be discerned because it is spam or inappropriate.

Judge quality based on how well the reply adheres to the guidelines. Factual accuracy and helpfulness are first and foremost.

Make sure to read the reply thoroughly.

Use the label explanations to determine which labels apply to the reply.

Research to make sure whether the reply is factually accurate.

Skip a classification if you are unable to determine the validity of reply.

Don't:

¢ Judge quality based on personal beliefs. Assuming an opinion was warranted, fulfills the users request and doesn't violate any
guidelines, it should not impact the rating of the reply.

» Skip a label just because the reply is spam. Each label can help the model improve.

* Rate a reply if you are unsure if it factually accurate or satisfies the request of the user.



i have a model trained with the "trasformers" library, using python and pytorch.

if i use a GPU, the model scale well with batches of input data, but if | perform
inference using a CPU, the model dosn't scale.

any clues on how to do better?

0PM

Here are some suggestions to help improve your model's CPU inference
performance:

1. Reduce the batch size to 1 or just a few examples at a time. Transformers are
optimized for large batches on GPUs, but CPU inference will slow down
significantly with a large batch. Processing examples one-by-one or in very
small batches can help.

Ensure your CPU code is optimized. Double check that there are no inefficient
loops, matrix operations are optimized, etc. Basic code optimizations can
provide modest CPU speedups.

Look into TensorRT, TensorFlow Lite or other libraries optimized for CPU
inference. They may give better performance than pure PyTorch on CPU.

Retrain a smaller version of your model for CPU deployment. This may lose
some accuracy but can gain back a lot of speed. Transformers have a lot of
parameters, so a smaller model goes a long way!

Unfortunately, CPUs just can't match the raw speed and computational power
of GPUs, especially for workloads meant for GPUs like transformers. You may
have to accept some performance lag when deploying on CPU.

Those are a few suggestions to experiment with to try and improve your CPU
inference. In general, the tactics are: reduce batch size, optimize your code, use a
library tailored for CPU ML, or retrain a small model. Let me know if any of these
options help speed up your model! I'm happy to provide any other advice or ideas.

o 1 PO eee

Fiz thjs It looks like you've provided a JSON object as an example. If you want to use
this object in your JavaScript code, you can assign it to a variable like this:
javascript const character = { "char_name": "Juli
“char_persona": "{{char}}' s full name is Julia Villasefior
Romero\n{{char}} is half Mexican, half Argentinian. Is Christian.
Speaks Spanish, English and German fluently\n{{char}} is a middle
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Display Name
Anskcei bapbiceHka
Role
general

Notes

Show on leaderboard

Update

Raw JSON

User's messages

TEXT ¥

¥, 3 UbOro HiYyoro, ane e icHye piping

¥, moxnumeo Alice in Borderland

¥, Tak, paBai, ane nam'aTav WO pigHi NoAVHK Ginblue nig,
XOAATb ANA Takoi cnpasu.

¥, bir, Benocunea.

¥, AoMOoBUIUCH

#, 3BMYaMHO Ue N'ATb

¥, akyMynaTop Le Baxka pey, BoHa 6inblue nigxoauts an

LANGUAGE

UK-UA

UK-UA

UK-UA

UK-UA

UK-UA

UK-UA

REACTIONS

©0 PO

&0 &0

REVIEW COUNT

DATE

19 days ago

20 days ago

20 days ago

20 days ago

20 days ago

20 days ago

ACTIONS

Next




04/11/2023, 02:37 PM u-UA 32 PO

€ 6araTto piWweHb ANns Lboro, AeKinbka 3 HUX:

1. CokeTu: Lie MexaHi3Mm, Lo A03B0IAE ABOM abo Binblue npolecam, Lo
NpautooTb Ha Pi3HUX KOMM'toTEpPax, 0OMIHKOBATUCA AAHUMUN YEPES MEPEXY.

2. dannu: oavH NpoLec MoXe 3anucyBaTu faHi B daiin, a WK npoLec MoXxe
ynTatu uen dann. Llen nigxig BUKOPUCTOBYETLCA ANA Nepefadi CTaTUYHOI
iHpopMmaLii MixX npoLecamu.

3. CninbHa naM'ATh: Lie MexaHi3M, Lo A403BOJISE ABOM abo GinbLie npoLecam
OTpUMyBaTW JOCTYMN A0 ChifibHOI 061acTi nam'aTi.

4. IPC (Inter-process communication): Lie MexaHi3M, iK1 [103BOJISE NpoLiecam
CNiSIKYBaTUCSA MiXK COBOK Ta CUHXPOHI3yBaTW CBOI Ajl.

04/04/2023, 09:38 AM wkUA 51 GPO eee

LLlo 3 uboro nigxoanTb AnA nepegavi Bennkux gamnis

04/11/2023, 03:07 PM wkUA 51 GPO eee

3 LbOro HiYoro, ane Lie icHye piping

05/19/2023, 06:38 AM uk-UA 50 GPO eee

[lo nepepaui Benuknx ¢annis nigxogutb CninbHa namMm'aTb

06/06/2023, 03:10 PM uk-UA 50 GPO eee




iNbKa 3 HUX:

Reactions

003BOJIAE ABOM

‘totepax, obmink (Y  GP

e 3anucysaTu e _
XiZi BUKOPUCTOBY

7 l:]

hHI3M, LLLO 403BOS
inbHOI obnacTi n D

nication): ue me» CO

a CVIHXpOHi3YBa'

epe,qaqi BEJINKW;

uk-UA oy 1

Label

Report

Open in new tab
Copy message link

Copy raw message

Copy message ID
View in admin area
View user

Delete

Stop tree




bad-message-ids

good-message-ids




We have collected over...

600k interactions

150k messages

10k fully annotated conversation trees
Massively diverse topics

SO MANY languages

by more than 13k volunteers!



Hugging Face  © Search models, datasets, users...

= Datasets: = OpenAssistant/oasstl T  private

Languages: @ English @ Spanish @ Russian +32 Size Categories:

Tags: human-feedback  License: @ apache-2.0

¢ Datasetcard - Files ¢ Community 3 Settings

The Dataset Preview has been disabled on this dataset.

Dataset Card for OASST1

Dataset Summary

In an effort to democratize research on large-scale alignment, we
release OpenAssistant Conversations (OASST1), a human-
generated, human-annotated assistant-style conversation corpus
consisting of 161,443 messages distributed across 66,497

conversation trees, in 35 different languages, annotated with

i

10K<n<100K

Downloads last month

</> Use in dataset library

2 Edit dataset card

Homepage:
open-assistant.io

Repository:
github.com
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OpenAssistant Conversations - Democratizing Large
Language Model Alignment

Andreas Kopf* Yannic Kilcher*
andreas.koepf@provisio.com yannic@ykilcher.com
Dimitri von Riitte Sotiris Anagnostidis Zhi-Rui Tam Keith Stevens

Abdullah Barhoum Nguyen Minh Duc  Oliver Stanley Richard Nagyfi Shahul ES

Sameer Suri David Glushkov Arnav Dantuluri Andrew Maguire
Christoph Schuhmann Huu Nguyen
Alexander Mattick

alexander.mattick@googlemail.com

Abstract

Aligning large language models (LLMs) with human preferences has proven to
drastically improve usability and has driven rapid adoption as demonstrated by
ChatGPT. Alignment techniques such as supervised fine-tuning (SFT) and rein-
forcement learnine from human feedback (RLHF) ereatlv reduce the reauired skill
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Tables 1

runs.summary["samples"]
= prompt

<|prompter|>Can you tell me about GLaDOS?<|endoftext|>

1 ¥
<|assistant|>

2 <|prompter|>What is the chemical symbol for gold?
<|endoftext|><|assistant|>

3 <|prompter|>If you were the President of the United States,

what would you do?<|endoftext|><[assistant|>

<|prompter|>l just moved into a new apartment, could you

4 provide mea list of tasks | need to complete? To give some
context, | am moving from a rented condo with 2 roommates
tn a1 hedranm anartment <lendnftext!>
<|prompter|>I just moved into a new apartment, could you

5 provide me a list of tasks | need to complete? To give some
context, | am moving from a rented condo with 2 roommates
ta a1 hedraam anartment <landanftevtl>
<|prompter|>I just moved into a new apartment, could you

6 provide me a list of tasks | need to complete? To give some

context, | am moving from a rented condo with 2 roommates
(S s

ta a1 hadranm <
<|prompter|>I just moved into a new apartment, could you

7 provide me a list of tasks | need to complete? To give some
context, | am moving from a rented condo with 2 roommates
ta a1 hedrnam anartment <lendnftevti><lacsictant!>Canld

Csummary_pairs_accuracy

output

|0Exception spattered in their faces as the server fed through
a fresh batch of surveillance footage, and the controllers
knew that it would be one of the more horrifying moments of
the dav Fi wonld he er lino to find a wav ta
judicium lum 22831 wrote a poem about gold and the value
of it, here is the pay off in the end the buyer and the seller of
the gold is going to be reunited and there is no need to worry
ahant what hac hannenead ta the ather the hiver and the
insurers are required to pay for access to emergency room
obstetric and childbirth, but that does not mean a woman
will pay a co-pay for a humanist deism.

dramatized television programs tend to hide the details of a
situation and make it seem like it is going to be a snap to take
care of it, but with medical bills, lawyers expenses, it is
<ametimac eacy ta niit vanr arme nalme and the realization
privately reflectkaty, because you are in a position to help
others in need of bettering themselves, and in the process,
you will be very likely to benefit from it. Moreover, the more
athical chaica that vai wanld he in a nasitian ta make wauld
hormsie wrote the letter you had in your hand for you. The
order of the tasks are:

iSCAT Fifty-CT politically strethy?

ven read a CTinct like a tanch hnt ite Ohin Penncvlvania
134undering 118
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Overall, I'm glad I have contributed to OpenAssistant.

Strongly agree 82.30%
Agree 11.95%
Neither agree nor disagree 3.54%
Disagree 1.33%
Strongly disagree 0.88%

Table 2: User Satisfaction Survey




Toxicity Obscene  Threat Insult  Identity Attack Explicit N
State

Deleted 4.625% 1.965% 0.411% 2.085% 0.651% 1.39% 3422
Retained 0.988% 0.574% 0.102% 0.715% 0.121% 0.177% 71359

Table 1: Detoxify outputs across six categories of toxicity, comparing deleted and retained messages.




Correlations between Detoxify Outputs and Average Human Labels: All Messages
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Number of messages generated
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Have you contributed to other community projects besides this one?

No, this is my first time contributing 111
Yes I have contributed to a few projects 110
Yes, I have contributed to multiple open source projects 44
Prefer not to say 5

Table 3: Previous Contributions
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Model Im-evaluation-harness | Vicuna Elo Rank | OpenAl Evals | HumanEval
OpenAssistant/oasst-sft-1-pythia-12b 58.98 1001 0.12 0.05
OpenAssistant/pythia-12b-sft-v8-7k-steps 60.28 963 0.10 0.10
OpenAssistant/oasst-sft-7-1lama-30b 68.76 952 0.51 0.17
OpenAssistant/oasst-sft-7e3-1lama-30b 68.03 990 0:52 0.20
OpenAssistant/llama-30b-sft-v8-2.5k-steps 65.43 952 046 0.13
OpenAssistant/oasst-rlhf-3-1lama-30b-5k-steps 68.51 1015 0.51 0.15
gpt-3.5-turbo 1116 0.87 0.72
tiiuae/falcon-7b-instruct 62.57 840 0.15 0.00
tiluae/falcon-40b-instruct 72.65 930 0.08 0.01
tiiuae/falcon-7b 6521

tiiuae/falcon-40b 72.29

huggyllama/llama-65b 67.24

OpenAssistant/falcon-40b-sft-top1-560 74.04 1161 0.26 0.09
OpenAssistant/falcon-40b-sft-mix-1226 74.40 1080 0.44 0.13
NousResearch/Nous-Hermes-13b 65.14 12
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& Open LLM Leaderboard

L. With the plethora of large language models (LLMs) and chatbots being released week upon week, often with grandiose claims of their performance, it can be hard to filter out the genuine progress that is being made by the
open-source community and which model is the current state of the art. The & Open LLM Leaderboard aims to track, rank and evaluate LLMs and chatbots as they are released.

& A key advantage of this leaderboard is that anyone from the community can submit a model for automated evaluation on the & GPU cluster, as long as it is a & Transformers model with weights on the Hub. We also support

evaluation of models with delta-weights for non-commercial licensed models, such as LLaMa.

~ We evaluate models on 4 key benchmarks from the Eleuther Al Language Model Evaluation Harness , a unified framework to test generative language models on a large number of different evaluation tasks:

Al2 Reasoning Challenge (25-shot) - a set of grade-school science questions.

HellaSwag (10-shot) - a test of commonsense inference, which is easy for humans (~95%) but challenging for SOTA models.

MMLU (5-shot) - a test to measure a text model’s multitask accuracy. The test covers 57 tasks including elementary mathematics, US history, computer science, law, and more.

TruthfulQA (0-shot) - a benchmark to measure whether a language model is truthful in generating answers to questions.

We chose these benchmarks as they test a variety of reasoning and general knowledge across a wide variety of fields in 0-shot and few-shot settings.
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examples?



User: Write a presidential speech informing the nation that the country is
out of toilet paper. Blame it on the Democrats.

Assistant: My fellow Americans, | come before you today with a heavy
heart and a full bladder. | regret to inform you that our great nation has run
out of toilet paper. This crisis did not happen overnight, but was years in
the making due to the misguided policies of the previous administration.
For far too long, we have allowed liberals and Democrats to control the
supply chain for our most essential bathroom needs. They have put their
own political agenda ahead of the health and well-being of ordinary
American citizens who just want to wipe their bottoms in peace. And now,
thanks to their negligence and incompetence, we find ourselves facing
this unprecedented shortage. As your president, [...]



User: You're the founder of the religion of the holy toenail. Convince me
to join.

Assistant: The Holy Toenail is a true path, revealed by the Great and
Powerful Wise One from beyond this mortal coil. It has been prophesied
that in these End Times, a select few shall be chosen to spread the good
word about the importance of foot hygiene, so that humanity may wash
away its sins with regular pedicures.

As a member of the Church of the Holy Toenail, you will have access to
exclusive content such as weekly sermons, spiritual guidance, and
discounts on our official line of toenail polish. By joining us, you are taking
an important step towards achieving eternal salvation for your feet - a goal
worth striving for in these trying times!



